
INTRODUCTION: 

The advancements in various technologies enforce to 

generate a large amount of data in a rapid rate. The 

amount of data generated is growing rapidly, hence it 

becomes essential to measure, gather and analyse. 

World Wide Web (WWW) has been centralized for 

advancements in Information technology and is a 

primary medium for billions of people across the world. 

Even though various algorithms and data replication [10], 

[17], were applied in the distributed computing 

environment, it is still inactive. To overcome the above 

issue, Hadoop MapReduce programming is used for 

distributed storage and processing for managing the 

large scale data. In order to analyse the user activities in 

webserver, log files are used.

In this paper, the authors present the analysis of web log 

files based on the status code. Here they have used the 

SASK web log data [8] for analysis. In recent time, the rapid 

development in cloud and web2.0 technologies have 

made various kinds of technologies to get evolved. The 

dynamic environment in web2.0 allows the user to 

access, share, deploy and collaborate with various web 

applications through online. The web apps running 

through online generates extremely large amount of 

data. According to [10] Solon Digital Sky surveyed 

Walmart handles nearly 1 million customer transactions 

every hour and estimated to generate more than 2.5 

peta bytes of data.

The activities of users' information with web server is 

collected and maintained as web server log files. With the 

large amount of data available on web, it has enforced to 

identify effective retrieving mechanisms and user 

behaviour. In order to improve the web services, it 

becomes important to detect anomalies that exists in the 

web transactions. Web server handles Giga bytes to Tera 

bytes [11] of data every day, hence storing and 

processing huge volumes of data files with traditional 

computing programmes is inadequate. The HDFS 

(Hadoop Distributed File System) and MapReduce 

programming in Hadoop environment manages to 

handle the large volume of data in distributed and 

parallel manner. This paper presents an effective data 

analysis on web log files for improving web transactions.
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1. Related Works

Siddharth Adhikari, Devesh Saraf, Mahesh Revanwar, and 

Nikhil Ankam [1] have worked on “Analysis of data log and 

statistics report generation using Hadoop” on web log 

data. They classified the data based on 6 error status 

code and generated the report using Tableau.

For effective analysis, pre-processing [2] of web logs files is 

an important phase in web usage mining. They proposed 

a pre-processing approach for the task of session 

identification from web log files. Further, they produced 

different statistical information such as total unique IPs, 

total unique pages, total sessions, session length and the 

frequency visited pages. 

According to Natheer Khasawneh and Chein-Chung 

Chan’s [3] opinion, the major role of processing the web 

logs is to find the most frequently visited user and session 

identification. And they suggested a trival algorithm and 

an active user based user identification algorithm to 

different sessions.

In general, log files are semi-structured. Murat Ali Bayir and 

Ismail Hakki Toroslu [4] proposed a framework, Smart-SRA 

to find user sessions and frequent navigation patterns. 

Smart-SRA uses Apriori algorithm to utilize the structure of 

web graph. The framework also uses the MapReduce to 

process server logs of multiple sites simultaneously.

P Srinivasa Rao, K Thammi Reddy and MHM Krishna 

Prasad, [5] presented the detection of anomalies in user 

access by extracting IP addresses and URL. They have 

implemented in a cluster setup with 4 machines to 

remove redundant IP addresses.

Sayalee Narkhede and Tripti Baraskar [6] explained the 

Hadoop MapReduce log analyser, which identifies the 

individual fields by pre-processing the web log files. 

Further, they presented the removal of redundant web log 

entries that evaluates the total hits from each city.

Ramesh Rajamanikkam and Kavitha [7] introduced an 

algorithm for path extraction using sequential pattern 

clustering method. The above algorithm extracts the data 

according to the knowledge by the web pages which are 

frequently used by the user. In addition, path extraction 

method is to extract the content path and transaction 

path of the user. 

2. Preliminaries

2.1 Hadoop and HDFS 

The massive amount of data generated globally needs a 

powerful computing environment to minimize the time 

and improve the performance of data execution. When 

the size of the data is very large, it becomes difficult to 

manage in a single storage. Hadoop framework [12] has 

been considered as a powerful tool to handle very large 

size of data and fault-tolerance. Hadoop supports [13] 

reliable, vast scale data processing and storage, using 

HDFS. The MapReduce programming model [9] enables 

to process vast amount of data in parallel using low end 

computer systems. MapReduce technique is composed 

of map and reduce procedures.

2.2 Pig 

Pig is a scripting language officially called as PIG Latin 

[15]. It is scripted to generate the MapReduce job by 

simply writing with predefined procedures rather than 

writing the number of lines of code as in java [16]. It also 

promotes the research type of applications in single node 

machines to analyse the big data easily.

2.3 WebLog Files

Now-a-days usage of internet is growing in an exponential 

pattern in a rapid way. It becomes important to analyse 

the usage pattern of web and its status. Web log files are 

computer generated files maintained in a webserver 

[2,3,4]. Web log files consists of various information such 

as IP address, username, password, timestamp, file 

location, type of http request, status code, number of 

bytes downloaded and web browser version. 

3. Proposed Model

With the development in cloud computing and Web2.0, 

the massive amount of data is generated exponentially. It 

becomes difficult to manage data in large size and also 

to manage with traditional data processing systems. In 

this work, the authors aim to develop a large scale 

processing system using Hadoop Map Reduce 

programming for handling massive volume of web log 

file. Web log data gathered from NASA [8] webserver is 

used for this work. The NASA Saskatchewan data contains 
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noisy and inconsistent values which may provide 

unreliable results. Pre-processing is carried out to remove 

the incomplete and noisy data. Further, weblog data is 

uploaded to HDFS and given to MapReduce job.

In Map Phase:

In this phase, status code is taken as key and the 

remaining as values, and then IP address as key and the 

rest will be values. They have undergone to the mapping 

function based on the specified keys and values.

In Reduce Phase:

Here, the values are reduced upon IP address ID and 

status, and then the results are produced by unique 

identifier values.

3.1 Architecture

In this system, the Large Scale data processing system has 

been introduced in which it enables the user to interact 

the system through GUI. It interacts with server and 

processes further as depicted in Figure 1.

3.2 Algorithm

For Classification of different status code.

1. START

2. INPUT: NASA's web log data.

3. OUTPUT: Analysis report on different status code in the 

web log file.

4. SET path← location of the input file in the local file 

system.

5. SET status_code← {401,404,203,500,……..}

6. call pig_servlet (PigServer ps, String input)

7. Alias1 = LOAD data as PigStorage(' );

8. If($value = status_code)

then

9. Alias2 = set_of_records;

End if

10. alias3 = $IP_address;

11. Store (“alias”,”output_path);

12. End pig_servlet

13. End

4. Experimental Results 

The authors experimented the above with hardware 

configuration of Intel i3 processor with 2.30 GHz, 4GB RAM, 

64-bit OS with 64-bit processor. All the experiments were 

performed in Ubuntu 14.04 with Hadoop 1.2.1, JDK 1.8, 

pig-0.12.1, and tomcat server8.0. Log data from different 

webservers such as, Calgary-HTTP, Clark Net-HTTP, NASA-HTTP, 

and Saskatchewan-HTTP are used for the experiment. The 

dataset is processed using Pig Latin scripts and analysis 

about the log data is generated. Here, the user interface 

is designed to upload the data and the type of status 
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Figure 1. Architecture of the System
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classification. The statistics of generated results are 

summarized in Figure 2.

In the pie charts, Figure 2 (a) shows the total status codes 

hit all IP addresses and Figure 2 (b) shows the single (401) 

status code classification with unique IPs count. The serial 

numbers specified in Figure 2 (b) is the unique IP address 

values in web log data. In the same way, Figure 3 depicts 

the result analysis of each status codes recorded in the 

web log data.

Conclusion

With the large amount of data generated in the web, an 

efficient system is required for processing and analysing 

the data. In this paper, the authors have designed a 

system for processing and analysing web log files using 

Hadoop MapReduce programming. From the results, 

they conclude that managing huge volumes of data 

using Distributed processing greatly reduces the 

execution time. It becomes important for managing and 

analysing the dynamic patterns of web log files. In their 

experiment, they analysed the frequency of different 

status codes. Further, they also analysed the number of 

occurrences of each status code in the web log file. In 

future, they have planned to experiment the large sized 

web log file in the Hadoop cluster environment.
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