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INTRODUCTION

Cloud Computing is a technology that offers services to 

the users on request basis (Mell, & Grance, 2011). The 

services referred as SAAS (Software as a Service), PAAS 

(Platform as a service), and IAAS (Infrastructure as a 

Service) (Armbrust et al., 2010) With increasing popularity 

of cloud computing and flexibility offered, the 

transformation of the traditional banking adopts the 

cloud technology to offer services to the customers in a 

flexible way at low cost (Suresh, 2010). Bank organization 

use Cloud to provide effective, innovative services and 

speed up the transactions etc., of the customer's 

requirements (Yan, 2017). Despite the benefits of the 

cloud, the main problem associated with the cloud server 

and cloud banking is security (Carroll, Van Der Merwe, & 

Kotze, 2011; Hamidi, Rahimi, Nafarieh, Hamidi, & 

Robertson, 2013; Huang, Tzeng, Tzeng, & Yuan, 2011; 

Catteddu, 2009; Zissis & Lekkas, 2012; Rani & Gangal, 

2012). Customers upload their personal details, 

documents into server and there is chance of theft of the 

data and documents by unauthorized users. Lots of 

research is done on cloud security in-terms of two-factor 

authentication, multifactor authentication, biometric 

authentication but still security is consider as open 

problem in the cloud computing (Adjei, 2015; Lee, Ong, 

Lim, & Lee, 2010; Choudhury, Kumar, Sain, Lim, & Jae-Lee, 

2011; Banyal, Jain, & Jain, 2013; Jiang, Khan, Lu, Ma, & 

He, 2016; Liu, Uluagac, & Beyah, 2014).

The proposed algorithm uses bio-metric multifactor 

authentication that includes traditional userID, password 

along with the user handwritten signatures as a third factor 

(Trevathan & McCabe, 2005). The authentication 

parameters of the user are captured in the registration 

process and features of the signatures are extracted using 

Deep Convolutional Neural Network (DeepCNN) model 

that have more than one hidden layer to extract the 

features. The DeepCNN model captures three to four user 

signatures in the registration process for extracting the 

relevant features of the user signature. In the 

authentication phase, the user need to submit the 
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credentials, and signature then the model predicts the 

signature of the user is valid or not by verifying with the 

specified threshold value. If the signature is valid then the 

user is allowed for the accessing the services from the 

bank server otherwise the user is denied. The remaining of 

this paper is organized as follows: section 2 focus on the 

related work. The detailed proposed scheme described 

in the section 3 and section 4 describes our proposed 

method. Section 5 indicates the results of our 

experiments. Conclusion of the paper is specified in the 

section 6.

1. Releated Work

Several biometric authentication techniques are 

proposed recently based on finger print, voice and face 

recognition fusion using traditional image processing 

techniques (Lee, Ryu, & Yoo, 2002; Abozaid, Haggag, 

Kasban, & Eltokhy, 2019; Hossain, & Muhammad, 2015 ). 

Cloud assisted framework is proposed using face and 

speech recognition for health monitoring. LF extraction is 

used for the extracting speech features, HTD calculation 

and HD calculation for extraction of the speech features 

and classification is perform by SVM classification. In this, 

Gabor binary pattern extraction is used for extracting 

features of the face that includes multi scale Gabor and 

center symmetric local binary pattern. In the traditional 

image processing the users need to define explicitly the 

parameters for the features extraction. The accuracy of 

the model is based on the defined features that are 

based on the user knowledge. Face classification using 

SVM ensemble and face detection using skin illumination 

model is specified in (Pang, Kim, & Bang, 2003; Kumar, & 

Bindu, 2006). 

Recent research focus on the Machine Learning and 

Deep Learning algorithms to extract the crucial features 

of the different biometric factors of the large dataset for 

faces, finger prints, iris, palm, signatures etc, (Sun, Wang, & 

Tang, 2014; Howard et al., 2017; Hu, & Chen, 2013). The 

features of the signatures extracted using Deep 

convolution neural networks to classify the genuine and 

forgery users (Rivard, Granger, & Sabourin, 2013; 

Eskander, Sabourin, & Granger, 2013; Bertolini, Oliveira, 

Justino, & Sabourin, 2010;  Hafemann, Sabourin,  & 

Oliveira, 2017; Sun, Chen, Wang, & Tang, 2014).

2. Proposed Methodology

Biometric Authentication system represents pattern 

recognition system based on the individual physical 

behavior. The behavior of the person is considered to be 

unique and can't be forged by others. The combination of 

biometrics with cloud computing improves the security 

and accuracy of the system. The proposed framework is 

designed to authenticate the bank users based on their 

hand written signatures with the deep learning technique. 

However, the extraction of features from the hand written 

signatures is a challenge task. There may be chance of 

the forgery by the malicious user. In this work, the feature 

extraction is performed using DeepCNN that employs the 

extraction of the features automatically and two types of 

the cloud infrastructures are adopted namely public 

cloud, and private cloud. In public cloud, the same 

environment is virtually shared by the multiple users, and  

the private cloud environment is designed to the specific 

organization needs. In the proposed work, the Bank Server 

(BS), user database and Cloud Manager (CM) are 

maintained at the private cloud which is very secure and 

the CAS (Cloud Authentication Server) is maintained at 

the public cloud.

Figure 1 shows the system architecture of the proposed 

framework that contains Bank User, Bank Server, Cloud 

Authentication Server and Cloud Manager.

2.1 Bank User (BU)

The BU is the one who wants to avail the banking services 

from anywhere through the application installed on the 

mobile devices. BU submits the required credentials to the 

bank server in the registration phase for the 

authentication.

2.2 Bank Server (BS)

The main objective of the BS is to maintain the services at 

private cloud server. The services of the BS are as follows:

User activation and revocation

Management of bank services

Monitoring of user activities

Defining roles to employees

·

·

·

·

RESEARCH PAPERS

19



2.3 Cloud Manager (CM)

The CM is responsible for the maintaining the overall 

management of the proposed work in a secure way and 

the services are described below:

Maintaining Virtual Machine VM

Develop model for Handwritten signatures extraction

Session Management

Billing Service

2.4 Cloud Authentication Server (CAS)

The responsibility of the CAS is to authenticate the user 

authenticity. The CAS does not store credentials of the user 

at the public cloud. But it authenticates by using 

encrypted hash credentials (Nagaraju, & Parthiban, 

2015).

The BU who wants to perform transactions, initially must be 

registered with the BS which is located at the private 

cloud. In the registration, the user must submit all the 

credentials required for the bank and chooses userID, and 

password to access the application. Once the userID is 

·

·

·

·

not registered earlier then the bank server requests the 

hand written signatures of the user. The user submits three 

to four offline signature images to the bank server and BS 

will store the signatures in the cloud database. The 

extraction of the signature features are performed using 

DeepCNN model. The performance and accuracy of the 

DeepCNN model is based on the hyper parameters and 

model tuning with different optimization techniques. 

Once the features are extracted the user state is set as 

active and ready for accessing the services. Steps of the 

registration algorithm is described in the below.

Algorithm 1. Registration

Input: userID, password, Handwritten Signatures

Output: Status of the registration

1. userID  hash(userID)

2. password  hash(password)

3. signatureImages [ ]  preprocess (H_sign_Images)

4. BS  send( userID || password)

5. BS  send( signatureImages) 

¬

¬

¬

¬

¬
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6. save (signatureImages)

8. train_Images[ ]  train (signatureImages)

9. Set_state (userID_active)

3. Deep CNN Model Features Extraction

The Convolutional Neural Network (CNN) model is inspired 

by multilayer perception model and is very useful for 

object recognition and classification. Several CNN 

models are proposed (Montserrat, Lin, Allebach, & Delp, 

2017; Kuo, 2017; Strom, 2015). The performance of the 

model is based on the defined layers, parameters, 

training dataset and test dataset. The model used in our 

proposed work shown in Figure 2.

The building blocks of the DeepCNN model are 

Convolution layer, Pooling layer and dense layer.

3.1 Convolution Layer

The fundamental component of the CNN is Convolution 

layer that performs the feature extraction, which typically 

is convolution. Convolution is a specialized type of linear 

or non linear operation used for the feature extraction. This 

layer has the basic components like convolve, stride, 

padding, and activation function. The convolve function 

is defined with the parameters like number of filters and 

size of the weight matrix called kernel size or filter size. The 

filter size specifies the weight matrix of the image that is 

applied to the input image by moving the kernel over the 

image to get the convolved features. The movement of 

the kernel matrix over the input image is controlled by the 

stride. At each position, the number of values from the 

original image is multiplied with the number of the values 

in the weight matrix and performs the summation on all 

these values. The sum of this entire product is divided by 

the kernel normalizer.

¬

The result is placed into the new image at the position 

where filter matrix is centered .Then the kernel is translated 

in to the next position of the original matrix and the 

procedure repeats until all the image pixels have been 

completed. In the proposed model the first layer is 

convolution layer with 64 filters and kernel size which is a 

3x3 matrix with a non linear activation function Rectified 

Linear unit (ReLu).

3.2 Pooling Layer

The pool layer reduces the spatial dimension of the 

representation to reduce the number of the parameters 

and computation in the network. To perform the pooling 

different type of pool techniques are available consider 

as max pooling, min pooling and average pooling. The 

most commonly used technique is max pooling that picks 

the maximum value from the feature set matrix. The 

second layer defined in the model is max pooling with 

kernel size 3*3.

The above two layers are repeatedly connected to 

generate the accurate features.

3.3 Fully Connected Layer

In this layer, the fully connected layer have all the full 

connections to all the activations in the previous layer. This 

layer is defined using dense function with number of 

prediction classes. The most commonly used 

probabilistic function is softmax.

4. Login and Authentication

Authentication is the process that verifies the legitimacy of 

the user by validating the credentials. In the proposed 

framework, the authentication of the users is performed 

by CAS which is deployed in the public cloud. The CAS will 

perform the authentication of the users without storing the 
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credentials at the public cloud. For the authentication 

request, the user sends the encrypted hash based 

credentials to the CAS and CAS will keeps the encrypted 

password and send the userID to the bank server. Based 

on the userID the BS sends password to the CAS. The user 

performs the comparison on both user and BS hashed 

password if both are equal then it request the signature. 

The user sends the signature in a secure way and the CAS 

runs the model and calculates the score of the signature. 

If the score is greater than the specified threshold then the 

user is authenticated and allowed for accessing the bank 

services. The assumptions made in the proposed scheme 

is that the bank server services and cloud management is 

deployed in the private cloud and authentication of the 

users are done by the public cloud provider. The keys 

required for the encryption and decryption is exchanged 

by the trusted party.

Authentication is the process that verifies the legitimacy of 

the user by validating the credentials. In the proposed 

framework, the authentication of the users is performed 

by CAS which is deployed in the public cloud. The CAS will 

perform the authentication of the users without storing the 

credentials at the public cloud. For the authentication 

request, the user sends the encrypted hash based 

credentials to the CAS and CAS will keeps the encrypted 

password and send the userID to the bank server. Based 

on the userID the BS sends password to the CAS. The user 

performs the comparison on both user and BS hashed 

password if both are equal then it request the signature. 

The user sends the signature in a secure way and the CAS 

runs the model and calculates the score of the signature. 

If the score is greater than the specified threshold then the 

user is authenticated and allowed for accessing the bank 

services. The assumptions made in the proposed scheme 

is that the bank server services and cloud management is 

deployed in the private cloud and authentication of the 

users are done by the public cloud provider. The keys 

required for the encryption and decryption is exchanged 

by the trusted party.

Algorithm 2. Login and Authentication

Input: userID, password, Handwritten Signature

Output: Status of the user authentication

userID  hash (userID)

password  hash (password)

signatureImage  preprocess(H_sign_Images)

u  = (          ) (        ) (userID)||password) )1

CAS ← Send (u )1

          (u )1

Save password

u =(         ) (        ) (userID) ) )2

BS  Send (u )2 

          (u )2

      If (userID == true)

u = (         ) (BankServerID∥password))3 

CAS  Send (u  )3

Decrypt (u  )3

           Check if h (password') = h(password) if valid

CAS predicts the signature using CNN model

score  Model∙  predict (signature)

if score> = thresholdvalue

            user is authenticated

      else

      user authentication failed

5. Experimental Results

5.1 Setup

The proposed model is simulated on NVIDIA GPU DGX 

system with the clock speed 1.5 GHZ and 16 GB RAM. The 

standard RSA asymmetric encryption algorithm used for 

the encrypting credentials for the exchanging process 

(Goud, n.d). The scheme is simulated using Python Keras 

and Tensor Flow as backend.

5.2 Database

The biometric handwritten signatures are collected from 

the dataset GDPS which is publicly available. Proposed 

model used 200 user's signatures collected in the 

registration phase based on the different writing styles. The 

model has taken 80% of signatures for the training and 

20% of the signatures for test data set. The model 

observed 6,510,006 parameters as t rainable 

¬

¬

¬

←

¬

¬×
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parameters. The model found10800 images belonging 

to 200 classes. The sample signatures of one user are 

shown in Figure 3.

5.3 Model Evaluation

To evaluate the performance of the CNN model for user 

authentication, the server runs the CNN model on training 

and test data set of all the users in the private cloud 

environment. The layers of the model are created using 

sequential model. The first layer of the model is 

convolution layer with 96 filters and kernel size is 11 x 11, 

stride value is 4 and kernel is initialized as Glorot uniform 

initializer. The activation output map of convolution layer is 

based on the parameters defined in the convolution 

layer. In the second layer of the model, batch 

normalization is applied with axis, momentum and 

epsilon parameters. The axis is an integer value for feature 

axis, epsilon value is a float value added to the variance 

for avoiding of division by zero and momentum value is 

used for moving mean and variance. The output of the 

previous layer is considered as input for the batch 

normalization and the shape of the output is same as the 

input shape. The pooling layer created as a third layer with 

the functionality max pooling with the stride matrix 

2x2.Similarily, the above procedure is iterated with 

different layers with different filters and stride values. The 

second convolution layer is defined with 256 filters with 

stride values 1 x 1 and the max pooling layer followed by 

the dropout. Finally the fully connected layer created 

using dense layer with 128 nodes and then output 

classifier layer is created with signmoid activation 

function. To avoid the dead neurons Drop out with 0.3 

value is applied. The Deep CNN is executed on the NIVIDIA 

DGX environment as shown in Figure 4 and the result 

screens are shown in the Figures 4, 5, 6, 7. Figure 4 shows 

the configuration details of the NVIDIA DGX GPU.

RESEARCH PAPERS
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The Figures 5, 6, 7 represents the layers and output shape 

of the each layer with the trainable parameters and 

number of classes with accuracy metric.

5.4 Parameters Evaluation

The model generates 99.50% accuracy and 99.5% 

model accuracy on identifying the handwritten 

signatures .The loss and val_loss parameters error rate is 

0.0340 and 0.030. The model starts the 99 percent 

accuracy at the step of epoch 5. Figure 8 shows the 

comparison of the accuracy and model accuracy, loss 

and model_loss.

6. Analysis of the Security Protocol using Scyther

The protocol analyzer Scyther (CISPA, n.d) is used for 

validation of the proposed methodology. It is configured 

to initiate various types of attacks. The scheme is analyzed 

for 1000 runs where both the user and BS run the scheme 

to exchange the required messages. During the 

execution, Scyther launched different types of attacks 

with the assumption of attacker has the initial knowledge 

of the system. The vulnerability of scheme is based on the 

parameters h(userID), h(password), and handwritten 

signatures. If these credentials are ignored at any stage 

then the entire scheme is futile. The strength of these 

parameters as evaluated by Scyther identified that in the 

absence of security these parameters are falsified and 

Man-in-the-Middle attack can be launched. Table 2 

provides the detailed security analysis of the claims that 

are validated using Scyther.

The analysis of our security protocol based on Scyther 

validation indicates the proposed scheme supports 

against all of the claims that are proposed in the scheme. 

Claim 1: UID remains unrevealed throughout the 
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registration and authentication process.

UID is an important parameter that will be useful for 

identifying the identity of the user. The anonymity of the 

user is supported in this scheme by converting user ID into 

hash (UID).

Claim 2: Password is secret.

The password security is based on the user in terms of user 

cannot revealed to anyone. The strength and security of 

the password claim is validated by Scyther.

Claim 3: Handwritten Signatures of the user is secret and 

features extraction is effective.

The hand written signatures of the users are stored in the 

private cloud and the effective feature extraction is 

performed using DeepCNN model. The claim that 

handwritten signature is secret is verified using Scyther.

Claim 4: CU and the BS, and CAS remains alive during the 

protocol execution.

The user, bank server, and cloud authentication server is 

said to be alive.

The above mentioned claims are validated by evaluating 

the strength and security based on multiple runs. The main 

concept included in the proposed scheme is hashing 

and effective feature extraction. The adoptability of the 

private cloud for storing the bank and the user credentials 

makes the proposed scheme secure, and provides a 

means for integrity check. Even if any attacker observes 

the message that is transmitted during the registration 

and authentication process, it is not possible for the 

attacker to interpret the accurate handwritten signature.

6.1 Effectiveness of Proposed Authentication Protocol

The proposed scheme is compared with the traditional 

password based authentication mechanisms and 

biometric authentication mechanisms. The traditional 

password based mechanisms computationally effective 

but the recent cyber attacks on the cloud shows the need 

of the strong multi factor authentication (Philip, & Bharadi, 

2016). To develop the authentication of the user using 

handwritten signatures is more practical way for the 

banking industry. The employees of banking sector uses 

signature of the user to cancel or maintain the accounts, 

transactions, and check identification manually. The 

same concept adopts for the authentication of the bank 

users in the cloud environment. Philip et al. (Bommagani, 

Valenti, & Ross, 2014) Signature verification scheme, a 

SaaS implementation on Microsoft Azure Cloud using the 

Webber Local Descriptor and classification using K-

nearest Neighborhood achieved 92.50% performance 

index and 94.25% correct classification rate. Offline 

signature recognition and verification scheme using back 

propagation and Neural fuzzy techniques are proposed 

in (Choudhary, Patil, Bhadade, & Chaudhari, 2013; 

Mehra, & Gangwar, 2014).

6.2 Comparison with Existing Methods

The DeepCNN model is adopted in our proposed 

framework to recognize and verifying the handwritten 

signatures. The DeepCNN model has more than one 

hidden layer to extract the features effectively. The model 

accuracy is based on the parameters defined in the 

layers and the model is suitable for large data set. The user 

credentials and handwritten signatures are stored at the 

private cloud which is more securable and configurable 

compare to the public cloud. The authentication server of 

the cloud verifies the credentials of the user without storing 

the credentials at the public cloud. By comparing with the 

existing schemes (Nagaraju, & Parthiban, 2015; Dey, 

Sampalli, & Ye, 2016; Prasanalakshmi, & Kannammal, 

2012) the proposed scheme have the following 

advantages and the comparison details are represented 

in the Table 3:

There is no need of storing credentials at the public 

cloud.

Privacy of the credentials is preserved at the private 

cloud.

There is no storage limitation as the proposed 

scheme adopts cloud storage.

The feature extraction of the handwritten signatures is 

·

·

·

·
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S.No

1
2
3
4

Claim

h(userID)
h(password)
Handwritten signature
Aliveness

Status

OK
OK
OK
OK

Attack

No Attack initiated
No Attack initiated
No Attack initiated
No Attack initiated

Table 1. Parameters Checking using Scyther
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Methods

Nagaraju et al. [31] 
Method

Dey et al. [41] Method

PrasanthiLakshmi et al. [42] 
Method

Proposed Method

Privacy Preservation of the 
Credentials

Yes

Yes

Yes

Yes

Traditional Authentication

Yes

Yes

Yes

Yes

Biometric Authentication

Yes

No

Yes

Yes

Variation of the Biometric 
Factor

Yes

-

Yes

No

Feature Extraction

Not Specified

-

Not Specified

Specified

performed using DeepCNN model with the dense 

activation function.

Handwritten signatures are unique and can't be 

changed based on the age factor.

Conclusion

Adoption of cloud in the bank organization is a 

challenging task due to security and privacy concerns. In 

this paper, we proposed a new authentication 

mechanism using hand written signatures as a third factor 

and the extraction of the signature features are effectively 

performed using DeepCNN model. The adoption of the 

CNN model in the cloud improves the 99% accuracy of 

the proposed authentication scheme. Experimental 

results shows the accuracy of the model which is based 

on the defined hyper parameters. The scheme is 

simulated under NVIDIA GPU system using Python Keras 

API. GDPS handwritten signatures are used in the 

proposed scheme with 200 classes of the 200 users 

signatures with 10800 images belonging to 200 classes.
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