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Image data recovery using user's judgement choice technique Abstract-Target search in 

content-based image retrieval systems refer to finding a specific (target) image such as 

a particular registered logo or a specific historical photograph. Existing techniques, 

designed around query refinement based on relevance feedback suffer from slow 

convergence, and do not guarantee to find intended targets. To address these 

limitations, here to propose a new index structure and query processing technique to 

improve retrieval effectiveness and efficiency and also considered strategies to minimize 

the effects of users' inaccurate RF.  

 

Extensive experiments in simulated and realistic environments show that the approach 

significantly reduces the number of required iterations and improves overall retrieval 

performance. The experimental results also confirm that the approach can always 

retrieve intended targets even with poor selection of initial query points. Key Terms: 

Data mining, Content Based Image Retrieval, Relevance feedback, Index structures. 

INTRODUCTION Data mining which is defined as the process of extracting previously 

unknown knowledge, and detecting interesting patterns from a massive set of data, has 

been a very active research.  

 

As results, several commercial products and research prototypes are even available 

nowadays. An example of image data mining is CONQUEST [1] system that combines 

satellite data with geophysical data with geophysical data to discover patterns in global 

climate change. The SKICAT system [2] integrates techniques of image processing and 

data classification in order to identify 'sky object' capture in a very large satellite picture 

set.  

 



The MULTIMEDIMINER [3] work has construct many image understanding, indexing and 

mining technique in digital media. Content-base video analyzing and retrieval are 

important technologies, which have been an international research focus in recent ten 

years. As challenging problem, content-based mining is also emphasized by lots of 

researchers. The mining of video data based on its content is still in its infancy. Many 

CBIR system have been developed:QBIC[4],Phtobook[5],MARS[6], PicHunter [7], 

[8],Blovworld[9], and others [10],[11],[12].In CBIR system, low-level visual image 

features(e.g.,  

 

color, texture and Shape) In a typical CBIR system, low-level visual image features (e.g., 

color, texture, and shape) are automatically extracted for image descriptions and 

indexing purposes. To search for desirable images, a user presents an image as an 

example of similarity, and the system returns a set of similar images based on the 

extracted features. In CBIR systems with relevance feedback (RF), a user can mark 

returned images as positive or negative, which are the n fed back into the systems as a 

new, refined query for the next round of retrieval.  

 

The process is repeated until the user is satisfied with the query result. RELATED WORK 

There are two general types of image search: target search and category search [13], 

[14]. The goal of target search is to find a specific (target) image, such as a registered 

logo, a historical photograph, or a particular painting. The goal of category search is to 

retrieve a given semantic class or genre of images, such as scenery images or 

skyscrapers. In other words, a user uses target search to find a known image.  

 

In contrast, category search is used to find relevant images the user might not be aware 

ahead of time. Their retrieval accuracy, however, depends on the effectiveness of the 

visual features used to characterize the database images. An effective CBIR system, 

therefore, needs to have both an efficient search mechanism and an accurate set of 

visual features their retrieval accuracy, however, depends on the effectiveness of the 

visual features used to characterize the database images. An effective CBIR system, 

therefore, needs to have both an efficient search mechanism and an accurate set of 

visual features. Existing target search techniques re-retrieve previously examined images 

(i.e.,  

 

those retrieved in the previous iterations) when they again fall within the search range of 

the current iteration. This strategy leads to the following disadvantages: No guarantee 

that the target can be found. The search operation generally takes several iterations of 

RF to examine a number of regions in the feature space, before it reaches the target 

image. During this iterative process, the search advancement might get trapped in a 

region as illustrated in Fig. 1. Slow convergence.  



 

Including previously examined images in the computation of the current centroid results 

in repeat retrieval of some of the images. This prevents a more aggressive movement of 

the search in the feature space. Video editing is the process of selecting and joining 

various shots to create a final video sequence. A shot is defined as one exclusive stream 

of video frames recorded by a single camera. In video editing, there can be numerous 

ways to make the transition from one shot to another so that the quality of the created 

video depends on the user's skill. So, discovering the useful editing patterns from a 

video called “Video data mining”.  

 

Advance in multimedia technology have yielded a video achieve, where a large amount 

and various kind of videos are stored. So, a user often spend a long time to find videos 

of his/her interest. In order of retrieve various kinds of events from a video achieve, we 

first conduct Video data mining to extract patterns from video. IMAGE MINING There 

are two major issues that will affect the image data mining process. One is the notion of 

similarity matching and the other is the generality of the application area. For a specific 

application area, associated domain knowledge can be used to improve the data mining 

task.  

 

Since data mining relies on the underlying querying capability of the CBIR system, which 

is based on similarity matching, user interaction will be necessary to refine the data 

mining process. With image mining we will consider the four broad problem areas 

associated with data mining: Finding associations, Classification, Sequential pattern and 

Time series pattern. With all these , the essential component in image mining is 

identifying similar objects in different images A. Image Mining Algorithm Steps The 

algorithms needed to perform the mining of associations within the context of image.  

 

The four major image mining steps are as fallows: 1. Feature Extracting: Segment images 

into regions identifiable by region descriptors (blobs) ideally one blob represents one 

object. 2. Object identification and record creation: Compare objects in one image to 

objects in every other image. Label each object with an id. We call this step the 

preprocessing algorithm. 3. Create auxiliary images: Generate image with identified 

objects to interpret the association rules. 4. Apply data mining algorithm to produce 

object. B.  

 

Content-Based Image Retrieval Content-Based Image Retrieval (CBIR), also known as 

Query by Image Content (QBIC) and Content-Based Visual Information Retrieval (CBVIR) 

is the application of computer vision to image retrieval problem, that is, the problem of 

searching for digitalimages in large database. “Content-based" means that the search 

will analyze the actual contents of the image[15]. The term 'content' in this context 



might refer to colors, shapes, textures, or any other information that can be derived 

from the image itself.  

 

Without the ability to examine image content, searches must rely on metadata such as 

captions or keywords, which may be laborious or expensive to produce. Retrieving 

images based on color similarity is achieved by computing a color histogram for each 

image that identifies the proportion of pixels within an image holding specific values 

that humans express as colors. Current research is attempting to segment color 

proportion by region and by spatial relationship among several color regions.  

 

Examining images based on the colors they contain is one of the most widely used 

techniques because it does not depend on image size or orientation. Color searches will 

usually involve comparing colour histogram though this is not the only technique in 

practice. But this image search result may contains relevant data and nor relevant data, 

Because if we give black building, it may show some other black objects, so each and 

every image have some concept we can retrieve relevant this images based on this 

concepts.  

 

For inter relate this concepts using relevance feed back given by user .so if we get this 

feature and normal CBIR, this concept will display effective results. PROPOSED SYSTEMS 

CBIR (Content Based Image retrieval) System modern image databases are queried by 

image content. Relevance feedback is an interactive process, which fulfils the 

requirements of the query formulation. The user initializes a query session by submitting 

an image. The system then compares the query image to each image in the database 

and returns the images that are the nearest neighbors to the query.If the user is not 

satisfied with the retrieved result, the user can activate an RF process by identifying 

which retrieved images are relevant and which are non relevant.  

 

Based on the retrieved result users can give notification to the system which is relevant 

and which is non relevant this will store in virtual feature Virtual feature can adapt that 

reference with that image category for future effective retrieval with indexing technique 

we can retrieve images with different concept. Figure 1. Proposed Architecture A. 

Advantages of Proposed System: 1. User Feedback is included. 2. Reduces the unrelated 

searches 3. The images are searched using the image properties 4. Single Image can 

have multiple concepts CONCULSION This paper attempts to give a clear concept for 

CBIR the feasible approaches and possible applications of CBIR are discussed as well.  

 

The main advantage of the proposed method is the possibility of retrieval using high 

lever image semantic feature. Experiments with our prototype show that our approach 

can achieve fast convergence even in the realistic environments, and in very promising 



for large CBIR systems.  
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