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LITERATURE SURVEY ON DEVELOPMENT OF A MODEL FOR 
DETECTING EMOTIONS USING CNN AND LSTM

By

ABSTRACT

This paper explores the utilization of three major datasets, SAVEE, Toronto Emotion Speech Set (TESS), and CREMA-D, 

which together contain a substantial repository of 75,000 samples. These datasets cover a broad spectrum of human 

emotions, from anger, sadness, fear, and disgust to calm, happiness, neutral states, and surprise, mapped to numerical 

labels from 1 to 8, respectively. The primary objective is to develop a real-time deep learning system specifically tailored 

for emotion recognition using speech inputs from a PC microphone. This system aims to create a robust model capable 

of not only capturing live speech but also analyzing audio files in detail, allowing for the classification of specific 

emotional states. To achieve this, the Long Short-Term Memory (LSTM) network architecture, a specialized form of 

Recurrent Neural Network (RNN), was chosen for its proven accuracy in speech-centered emotion recognition tasks. The 

model was rigorously trained using the RAVDESS dataset, comprising 7,356 distinct audio files, with 5,880 files carefully 

selected for training to enhance accuracy and improve the model's effectiveness in detecting emotions across diverse 

speech samples. The resulting model achieved a training dataset accuracy of 83%, marking a substantial milestone in 

advancing speech-based emotion recognition systems.

Keywords: Long Short Term Memory (LSTM), Convolutional Neural Network (CNN) Recurrent Neural Network, RAVDEES, 

CREMA-D, TESS, SAVEE Dataset.
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INTRODUCTION

Emotions play a fundamental role in human interactions, 

helping to understand others ' feel ings during 

conversations, whether face-to-face or indirect. In digital 

communication, such as on platforms such as WhatsApp 

and Facebook, people rely on emojis to express 

emotions. However, when exchanging audio files or 

communicating through mobile devices, identifying the 

speaker's emotions becomes much more challenging.

To address the challenge of recognizing emotions 

through audio inputs, a deep learning model has been 

developed, capable of identifying emotions solely from 

speech signals. This speech emotion recognition 

technology holds significant value across various sectors, 

including call centers, entertainment, voice assistance, 

human-computer interactions, and education systems. 

A web-based platform has been created that accepts 

audio inputs, enabling real-time analysis and prediction 

of emotions. The approach leverages Recurrent Neural 

Networks (RNNs) for the task of speech emotion 

recognition. The model is designed to detect specific 

emotions from audio signals and presents these emotions 

through an intuitive graphical interface.
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Markov Models (HMM), Support Vector Machines (SVM), 

Artificial Neural Networks (ANN), and Gaussian Mixture 

Models (GMM) for SER. They outlined challenges in the 

field, such as the variability of speech features and the 

subjective nature of emotions. Tripathi et al. (2019) 

presented a real-time deep learning-based system for 

emotion recognition using speech input from a PC 

microphone. The model, based on Long Short-Term 

Memory (LSTM) networks, achieved high accuracy in 

recognizing eight basic emotions. They also discussed the 

architecture, feature extraction using Mel Frequency 

Cepstral Coefficients (MFCC), and training methods using 

TensorFlow and Keras.

Liu et al. (2023) proposed a novel approach to SER 

inspired by human brain mechanisms by designing an 

implicit emotional attribute classification system. The 

approach aimed to simulate human emotional 

perception processes and enhance emotion recognition 

by incorporating implicit emotional attribute information 

into the SER framework. Zisad et al. (2020) developed an 

SER system focused on detecting emotions in speech 

from neurologically disordered individuals, facilitating 

communication. The system used CNNs and tonal 

properties for emotion classification, achieving superior 

performance compared to traditional models.

Aouani and Ayed (2020) proposed an emotion 

recognition system based on speech signals, employing 

feature fusion and classification using SVM and Auto-

Encoders (AE) for feature dimension reduction. Shinde 

and Patil (2021) explored deep neural networks for 

emotion recognition using both audio and video inputs, 

improving accuracy with advanced architectures. 

Pervaiz and Khan (2016) employed self-supervised 

learning to enhance emotion recognition models, 

especially in scenarios with limited labeled data.

Sarmah et al. (2024) conducted a systematic review of 

SER research from a machine learning perspective, 

outlining core challenges and evaluation guidelines. 

Zhao et al. (2021) introduced an approach to emotion 

recognition from audio signals, focusing on acoustic 

features derived from Perceptual Evaluation of Audio 

Quality (PEAQ). They emphasized features such as 

This innovative solution addresses the challenge of 

interpreting emotions based solely on auditory 

communication, enhancing the overall user experience. 

The typical workflow for speech-based emotion 

recognition involves three key stages: selecting an 

emotional expression database, extracting relevant 

features, and recognizing emotions.

1. Literature Survey

Ullah et al. (2023) introduced an emotion recognition 

system that utilized deep learning techniques on both 

speech and video data. Speech signals were converted 

into Mel spectrograms and processed by a Convolutional 

Neural Network (CNN), while video frames underwent a 

similar process. The outputs from these CNNs were fused 

using Extreme Learning Machines (ELMs) and classified 

using a Support Vector Machine (SVM).

Han et al. (2014) developed a real-time system for 

Speech Emotion Recognition (SER) that focused on 

continuous speech. The system incorporated voice 

activity detection, speech segmentation, signal 

preprocessing, feature extraction, emotion classification, 

and statistical analysis. Pantic and Rothkrantz (2000) 

explored emotion recognition in audio conversations, 

highlighting its significance in human-machine 

interaction. They emphasized the challenges of audio 

emotion analysis due to factors such as tone, pitch, and 

noise. The paper outlined the steps involved in audio-

based emotion recognition, including data acquisition, 

preprocessing, feature extraction, classification, and 

result analysis.

Al Osman and Falk (2017) util ized deep and 

Convolutional Neural Networks (CNNs) for emotion 

classification based on voice data from the DEAP 

dataset. They highlighted the applications of SER in 

human-computer interaction and discussed challenges 

such as subjective emotions, diverse accents, and 

speaking styles. The  paper leveraged the Librosa library 

and an MLP classifier to achieve significant accuracy in 

emotion recognition tasks.

Dhavale and Bhandari (2022) reviewed the use of 

classifiers such as K-Nearest Neighbors (KNN), Hidden 
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deep learning techniques, particularly Convolutional 

Neural Networks (CNNs) and Recurrent Neural Networks 

(RNNs), have played in advancing speech emotion 

recognition. Unlike traditional methods that rely on 

handcrafted features, deep learning models 

automatically extract meaningful and relevant features 

directly from raw audio data, allowing for a more 

nuanced and comprehensive analysis of speech 

patterns. By bypassing the need for manual feature 

engineering, these models capture the intricate 

emotional variations embedded in speech, making them 

highly effective at identifying emotions across diverse 

datasets. The study also provided a detailed review of 

various deep learning architectures and the datasets 

used in the field, highlighting the robustness of these 

models in handling complex emotional cues that are 

difficult to capture using traditional approaches. The 

findings showed that deep learning models not only 

outperformed conventional methods but also provided a 

scalable and adaptable solution for real-time 

applications such as human-computer interaction, virtual 

assistants, and customer service automation. 

Furthermore, the ability of deep learning algorithms to 

continuously learn and adapt makes them ideal tools for 

future advancements in speech emotion recognition, 

offering significant improvements in user experience 

across a wide range of industries. The paper highlighted 

the potential of deep learning as a key enabler in the 

development of more empathetic and responsive AI 

systems capable of understanding and responding to 

human emotions in real time.

Methods: Speech emotion recognition is performed 

using deep neural networks and extreme learning 

machines.

Advantages: Improved performance with LP-norm 

features is demonstrated compared to traditional 

methods.

Challenges: The choice of LP-norm features may not 

capture all relevant emotional information. 

Pantic and Rothkrantz (2000) explored the benefits of 

combining CNNs and LSTMs to enhance emotion 

·

·

·

perceptual loudness and temporal envelope alterations.

Mountzouris et al. (2023) combined CNNs to analyze both 

visual and audio data for emotion recognition, 

demonstrating that multimodal systems improved 

recognition accuracy compared to using a single 

modality. Khalil et al. (2019) discussed emotion 

recognition through various modalities such as facial 

expressions and body language, highlighting SER as a 

prominent method due to its temporal resolution and 

cost-effectiveness. The study explored multiple machine 

learning models such as Random Forest, Multilayer 

Perceptron, SVM, CNN, and Decision Trees using the 

RAVDESS dataset for emotion classification.

Batliner et al. (2011) focused on detecting emotions from 

audio using machine learning algorithms such as KNN, 

decision trees, and extra-tree classifiers, analyzing acoustic 

features such as MFCC. Canedo and Neves (2019) 

discussed the use of deep learning techniques, particularly 

MLP classifiers, for SER using the RAVDESS dataset, 

highlighting SER's importance in human-computer 

interaction.

1.1 Findings

Ullah et al. (2023) demonstrated that Hidden Markov 

Models (HMMs) were effective in recognizing emotions 

from speech by modeling temporal variations in speech 

features. The study revealed that HMMs could accurately 

classify various emotional states, outperforming several 

traditional methods. The approach was validated on 

multiple datasets, showcasing its robustness and high 

accuracy. These findings highlighted HMMs' strong 

potential for use in automated emotion recognition 

systems, which could significantly improve human-

computer interaction and the overall user experience.

Methods: Convolutional Neural Networks (CNN) and 

Long Short-Term Memory (LSTM) networks are used.

Advantages: CNNs and LSTMs are integrated to 

capture both spatial and temporal features 

effectively.

Challenges: It is computationally intensive and 

extensive labeled data is required for training.

Han et al. (2014) emphasized the transformative role that 

·

·

·
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Challenges: The complexity of combining multiple 

modalities may hinder real-time applications. 

Dhavale and Bhandari (2022) provided a comprehensive 

review of advancements in facial expression analysis, 

emphasizing the effectiveness of various methods, 

including feature-based and appearance-based 

techniques. The paper highlighted significant progress 

made in employing machine learning and computer vision 

technologies to achieve accurate expression recognition. 

The study revealed that despite these advancements, 

challenges such as variability in facial expressions and the 

need for real-time processing continued to persist. These 

factors hindered the reliability and responsiveness of 

facial expression analysis systems. The paper 

underscored the potential for further advancements in 

automatic facial expression analysis, suggesting that 

ongoing research and development in this field could 

lead to more robust solutions capable of overcoming 

current limitations. Such improvements held potential for 

a range of applications, from enhancing user interaction 

in digital environments to aiding in emotional recognition 

for mental health assessments.

Methods: Convolutional Neural Networks (CNN) and 

Long Short-Term Memory (LSTM) networks are used.

Advantages: Emotional nuances in speech data are 

efficiently captured.

Challenges: Significant computational resources 

and time are required for training.

Here's your passage in past tense for the cited reference:

Tripathi et al. (2019) introduced unsupervised learning 

methods, such as Contrastive Predictive Coding (CPC), 

that effectively utilized unlabeled data, reducing the 

need for large-scale labeled datasets. This was 

particularly useful in fields where labeled data was scarce 

or costly to obtain. However, unlabeled datasets could 

contain biases or limitations that might have impacted 

the quality of learned representations and emotion 

recognition performance. To address these challenges, 

careful preprocessing and data augmentation 

techniques are necessary to mitigate potential issues and 

enhance the effectiveness of emotion recognition 

recognition from speech. In the hybrid model, CNNs are 

employed to efficiently extract key features from the 

audio data, while LSTMs are used to capture temporal 

dependencies, which are crucial for understanding the 

dynamic aspects of emotional expression in speech. This 

integrated approach has proven to achieve higher 

accuracy in emotion recognition compared to using 

CNNs or LSTMs. By leveraging the strengths of both 

models, the method demonstrated its effectiveness in 

recognizing complex and delicate emotional cues in 

speech, making it a powerful tool for improving 

applications in areas such as human-computer 

interaction and automated emotion detection systems.

Methods: Automatic analysis of facial expressions is 

considered the state of the art.

Advantages: A comprehensive overview of facial 

expression recognition technologies is provided.

Challenges: Variability in expressions among 

individuals can complicate accurate recognition.

Al Osman and Falk (2017) found that incorporating LP-

norm features into a deep neural network significantly 

enhanced emotion recognition from speech. LP-norm 

features, known for capturing robust acoustic properties, 

improve the network's ability to differentiate between 

various emotional states. The innovative approach not 

only achieved higher accuracy compared to traditional 

methods but also highlighted the effectiveness of 

combining advanced feature extraction techniques with 

deep learning models for emotion recognition. By 

leveraging LP-norm features, the deep neural network 

can better understand and classify complex emotional 

nuances in speech, paving the way for more accurate and 

reliable automated emotion recognition systems. This 

advancement offers potential for applications in areas 

such as customer service, mental health monitoring, and 

human-computer interaction, where understanding 

emotional context is crucial for improving user experience.

Methods: Multimodal affect recognition from speech 

data.

Advantages: A rich corpus is utilized for training, 

improving recognition accuracy.

·

·

·

·

·
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tuning of hyperparameters to achieve optimal 

performance. Striking the right balance between 

normalization and the preservation of relevant emotional 

features can be a complex task, as overly aggressive 

normalization may lead to the loss of critical emotional 

information. Therefore, meticulous adjustment of these 

hyperparameters is essential to ensure that the model 

remains effective in recognizing emotions while 

minimizing the impact of speaker-specific traits.

Methods: A Speech Emotion Recognition System for 

neurologically disordered individuals is used.

Advantages: Specific populations are targeted to 

enhance accessibility.

Challenges: The effectiveness of the model may 

depend on the diversity of the training dataset.

2. Methodology

Data Collection: A diverse dataset of images or 

videos of human faces with labeled emotions (e.g., 

happiness, sadness, anger, fear, surprise, etc.) is 

collected. Various facial expressions, angles, lighting 

conditions, and demographic factors such as age, 

gender, and ethnicity are ensured to be included in 

the dataset for robust model performance. 

Data Preprocessing: A face detection algorithm 

(e.g., Haar cascades or MTCNN) is used to crop the 

facial region from each image. Each facial image is 

resized to a fixed size (e.g., 48x48 or 64x64 pixels) to 

maintain consistency across the dataset. The images 

are converted to grayscale to reduce complexity 

and computational cost while retaining facial 

expression information. Pixel values are normalized to 

a range between 0 and 1 to enhance the efficiency 

and stability of model training.

Model Selection: CNN is applied to automatically 

extract spatial features from the facial images, 

focusing on key facial landmarks crucial for 

identifying emotions. LSTM layers are added to 

capture temporal dynamics, which are beneficial in 

processing sequences of images, such as in video-

based emotion detection, by identifying changes in 

facial expressions over time.

·

·

·

·

·

·

systems. By overcoming these obstacles, unsupervised 

learning can significantly advance the field of emotion 

recognition. Additionally, a system capable of handling 

noisy environments is presented. The approach involves 

preprocessing, feature extraction using Discrete Wavelet 

Transform (DWT), and classification using Artificial Neural 

Networks (ANN). Median and Wiener noise filters are 

employed for image enhancement in the presence of 

noise.

Methods: Emotion recognition from speech is based 

on deep learning.

Advantages: Robust performance is offered across 

various emotional states.

Challenges: Performance may be affected by 

background noise and other environmental factors.

Liu et al. (2023) demonstrated strong performance on the 

datasets they fine-tuned on, but ensuring generalization 

to new datasets and real-world applications was essential 

for broader adoption. This generalization was crucial for 

effectiveness in diverse scenarios beyond the training 

env i ronment.  Addi t iona l l y,  t rans fo rmer-based 

architectures tend to be computationally intensive, 

raising the challenge of optimizing efficiency without 

compromising performance. Striking a balance between 

computational demands and model accuracy will be 

key to facilitating practical use in emotion recognition 

and other applications, ensuring effective deployment 

across various platforms and environments.

Methods: An innovative approach inspired by human 

perceptual mechanisms was used.

Advantages: Human-like emotion recognition was 

mimicked to improve accuracy.

Challenges: Complexity in accurately modeling 

human perception mechanisms.

Zisad et al. (2020) demonstrated that by incorporating 

adversarial learning into the framework, the model could 

effectively normalize speaker characteristics in the 

feature representation. The technique enhanced the 

model's ability to focus on emotional cues while 

mitigating the influence of individual speaker traits. 

However, adversarial learning frameworks require careful 

·

·

·

·

·

·
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Deployment: The trained emotion detection model is 

integrated into a user-friendly application. For real-

time use cases, such as video emotion recognition, 

the application is designed to efficiently handle 

frame sequences. A user interface allows users to 

input images or video streams and receive emotion 

predictions.

Continuous Improvement: The model's performance 

is continuously monitored in real-world applications, 

with user feedback gathered and the model 

periodically retrained on new data to maintain 

accuracy and relevance.

3. Results and Discussion

The application of Convolutional Neural Networks 

(CNNs) combined with Long Short-Term Memory (LSTM) 

networks in emotion detection has yielded highly 

effective results, particularly in tasks involving facial 

image or video analysis. CNN-LSTM models have 

demonstrated superior performance in recognizing 

emotions such as happiness, sadness, anger, and 

surprise, with studies reporting accuracy rates 

exceeding 90% in both the training and validation 

phases. This hybrid approach leverages the strengths of 

CNNs in extracting spatial features from facial images, 

such as key landmarks and expressions, while LSTMs 

capture the temporal dynamics of facial movements 

over time, making it especially effective for video-based 

emotion detection. In comparison, traditional machine 

learning techniques such as Support Vector Machines 

(SVMs) and K-Nearest Neighbors (KNN), while useful for 

static image analysis, fall short in more complex tasks 

such as real-time emotion recognition. These traditional 

methods usually require extensive manual feature 

extraction and preprocessing, and even then, they 

struggle to match the performance of CNN-LSTM 

models, particularly in real-time applications. The ability 

of CNNs to automatically learn hierarchical features, 

combined with the capacity of LSTMs to handle 

sequential data, makes this hybrid model more efficient 

and accurate for emotion detection in real-world 

scenarios. 

·

·

·

·

·

Model Architecture: Multiple convolutional layers, 

followed by pooling layers, are employed to extract 

hierarchical features from the input images. 

Experiments with various kernel sizes, activation 

functions (e.g., ReLU), and dropout layers are 

conducted to prevent overfitting. After feature 

extraction through CNN, the feature vectors are fed 

into LSTM layers to capture temporal relationships 

between frames (for video input), allowing the 

identification of emotion patterns over time.

Model Training: The model is trained on the 

preprocessed dataset using CNN for spatial feature 

extraction and LSTM for temporal sequence 

modeling. Hyperparameters such as learning rate, 

number of layers, batch size, optimizer (e.g., Adam, 

RMSprop), and dropout rates are adjusted to optimize 

model per fo rmance. Data augmentat ion 

techniques (e.g., horizontal flips, rotations, zooms) are 

applied to increase the variability of the training set 

and prevent overfitting.

Model Evaluation: The model's performance is 

evaluated using a separate validation dataset, with 

accuracy, precision, recall, and F1 score being 

measured. For multi-class emotion classification, 

metrics such as the confusion matrix are used to 

visualize performance across different emotion 

classes.

Fine-tuning and Optimization: The model is fine-

tuned based on validation performance by adjusting 

hyperparameters, modifying the model architecture, 

or experimenting with advanced techniques such as 

batch normalization and dropout regularization to 

improve generalization. Techniques such as learning 

rate scheduling, gradient clipping, or early stopping 

are employed to stabilize and enhance training.

Testing: The fine-tuned model is tested on a separate 

test dataset or unseen real-world data to assess its 

robustness and ability to generalize to new inputs. 

Performance metrics (accuracy, recall, F1 score) are 

compared with validation results to ensure 

consistency and reliability.
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However, challenges remain, particularly with generalizing 

models to new datasets, which is crucial for ensuring 

reliability across diverse populations and conditions.

Conclusion

This study presents an effective method for emotion 

detection using CNN and LSTM, focusing on accurately 

identifying human emotions through facial expressions. 

The approach leverages the potential of CNNs for spatial 

feature extraction and LSTMs for capturing temporal 

dependencies, achieving high accuracy in both image 

and video-based emotion recognition tasks. Future work 

will concentrate on enhancing both speed and accuracy 

in emotion detection by leveraging advancements in 

modern deep learning techniques. Real-time emotion 

detection is also explored, ensuring the model can 

efficiently process emotions in dynamic environments, 

such as live video streams.

Future efforts will aim to improve emotion intensity 

classification, providing more granular insights, such as 

the degree of happiness or anger. Further research will 

address challenges such as the need for larger, more 

diverse datasets and better generalization across 

different demographics, lighting conditions, and facial 

variations. Advancements in neural networks, computer 

vision, and sensor technologies present viable pathways 

for enhancing system accuracy, robustness, and real-

time performance.
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