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ABSTRACT

This paper presents the development of a real-time deep learning system for emotion recognition using both speech 

and facial inputs. For speech emotion recognition, three significant datasets: SAVEE, Toronto Emotion Speech Set (TESS), 

and CREMA-D were utilized, comprising over 75,000 samples that represent a spectrum of emotions: Anger, Sadness, 

Fear, Disgust, Calm, Happiness, Neutral, and Surprise, mapped to numerical labels from 1 to 8. The system identifies 

emotions from live speech inputs and pre-recorded audio files using a Long Short-Term Memory (LSTM) network, which is 

particularly effective for sequential data. The LSTM model, trained on the RAVDEES dataset (7,356 audio files), achieved a 

training accuracy of 83%. For facial emotion recognition, a Convolutional Neural Network (CNN) architecture was 

employed, using datasets such as FER2013, CK+, AffectNet, and JAFFE. FER2013 includes over 35,000 labeled images 

representing seven key emotions, while CK+ provides 593 video sequences for precise emotion classification. By 

integrating LSTM for speech and CNN for facial emotion recognition, the system shows robust capabilities in identifying 

and classifying emotions across modalities, enabling comprehensive real-time emotion recognition.

Keywords: Emotion Recognition, Short-Term Memory (LSTM), Convolutional Neural Network (CNN), Recurrent Neural 

Network (RNN), RAVDEES, CREMA-D, Toronto Emotion Speech Set (TESS), SAVEE, Extreme Learning Machine (ELM), Support 
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INTRODUCTION

Emotions are fundamental in human interactions, helping 

convey understanding of others' feelings during 

conversations, whether direct or indirect. However, in 

digital communication on platforms like WhatsApp and 

Facebook, emojis are commonly relied upon to convey 

emot ions.  When exchang ing aud io f i le s  o r  

communicating through mobile devices, discerning the 

speaker's emotions becomes challenging. To address this 

issue, a deep learning model has been developed, 

capable of recognizing emotions solely from audio 

inputs. This speech emotion recognition technology holds 

immense value across sectors such as call centers, 

entertainment, voice assistance, human-computer 

interactions, and education systems.

The solution includes a website that accepts sound inputs, 

enabling real-time audio analysis and prediction of 

emotions. Recurrent Neural Networks (RNNs) are 

leveraged for speech emotion recognition, with the 

model designed to detect specific emotions from audio 

signals and present them to users through a graphical 

interface. This innovative approach enhances the 

understanding of emotions conveyed through audio 
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outlined challenges in the field, such as the variability of 

speech features and the subjective nature of emotions. 

Lim et al. (2016) presented a real-time deep learning-

based system for emotion recognition using speech input 

from a PC microphone. Their model, based on long short-

term memory (LSTM) networks, achieved high accuracy in 

recognizing eight basic emotions. They also discussed the 

architecture, feature extraction using Mel Frequency 

Cepstral Coefficients (MFCC), and training methods using 

TensorFlow and Keras.

Zhu et al. (2024) proposed a novel approach to SER, 

inspired by human brain mechanisms, by designing an 

implicit emotional attribute classification system. This 

approach aimed to simulate human emotional 

perception processes and enhanced emotion 

recognition by incorporating implicit emotional attribute 

information into the SER framework. Zisad et al. (2020) 

developed an SER system focused on detecting emotions 

in speech from neurologically disordered individuals, 

facilitating communication. Their system used CNNs and 

tonal properties for emotion classification, achieving 

superior performance compared to traditional models.

Koduru et al. (2020) proposed an emotion recognition 

system based on speech signals, employing feature 

fusion and classification using SVM and uto-encoders (AE) 

for feature dimension reduction.Yuan  Ingale and 

Chaudhari (2012) explored deep neural networks for 

emotion recognition using both audio and video inputs, 

improving accuracy with advanced architectures. Rao et 

al. (2013) employed self-supervised learning to enhance 

emotion recognition models, especially in scenarios with 

limited labeled data.

Latif et al. (2021) conducted a systematic review of SER 

research from a machine learning perspective, outlining 

core challenges and evaluation guidelines. Neumann 

and Vu (2017) introduced an approach to emotion 

recognition from audio signals, focusing on acoustic 

features derived from perceptual evaluation of audio 

quality (PEAQ). They emphasized features such as 

perceptual loudness and temporal envelope alterations.

Abbaschian et al. (2021) combined CNNs to analyze both 

communication, ult imately improving the user 

experience.

The workflow for emotion processing and speech 

recognition typically involves three key stages: selecting 

the emotional expression database, extracting features, 

and recognizing emotions.

1. Literature Survey

Kurpukdee et al. (2017) introduced an emotion 

recognition system that utilized deep learning techniques 

on both speech and video data. Speech signals were 

converted into Mel-spectrograms and processed by a 

convolutional neural network (CNN), while video frames 

underwent a similar process. The outputs from these CNNs 

were fused using extreme learning machines (ELMs) and 

classified using a support vector machine (SVM).

Zhang et al. (2017) developed a real-time system for 

speech emotion recognition (SER), focusing on 

continuous speech. Their system incorporated voice 

activity detection, speech segmentation, signal 

preprocessing, feature extraction, emotion classification, 

and statistical analysis. Pantic and Rothkrantz (2000) 

explored emotion recognition in audio conversations, 

highlighting its significance in human-machine 

interaction. They emphasized the challenges of audio 

emotion analysis due to factors like tone, pitch, and noise. 

The paper outlined the steps involved in audio-based 

emotion recognition, including data acquisition, 

preprocessing, feature extraction, classification, and 

result analysis.

Schuller et al. (2010) utilized deep and convolutional 

neural networks (CNNs) for emotion classification based 

on voice data from the DEAP dataset. They highlighted 

the applications of SER in human-computer interaction and 

discussed challenges such as subjective emotions, diverse 

accents, and speaking styles. Their work leveraged the 

Librosa library and an MLP classifier to achieve significant 

accuracy in emotion recognition tasks.

Zhao et al. (2019) reviewed the use of classifiers like k-

nearest neighbors (KNN), hidden Markov models (HMM), 

support vector machines (SVM), artificial neural networks 

(ANN), and Gaussian mixture models (GMM) for SER. They 
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portrayed by 24 characters (12 male and 12 female 

actors). The dataset totals 24.8 GB, with approximately 

1.10 GB utilized for this application. It comprises 7,356 

audio files that include both spoken sentences and songs. 

Each emotion is performed at two intensity levels and in 

both regular speaking and singing voices. Notably, the 

dataset features a North American English accent, 

making it a valuable resource for training and evaluating 

speech emotion recognition systems.

2.2 SAVEE Dataset

The SAVEE database consists of emotional speech 

recordings from four native English male speakers (DC, JE, 

JK, and KL), who were postgraduate students at the 

University of Surrey, aged 27 to 31. The emotional 

expressions are categorized into distinct classes based on 

psychological descriptions, including anger, disgust, fear, 

happiness, sadness, and surprise, aligned with findings 

from cross-cultural studies by Ekman. The addition of a 

neutral category brings the total to seven emotion 

classes, enhancing the dataset's depth.

2.3 CREMA-D Dataset

CREMA-D is a comprehensive dataset comprising 7,442 

original clips performed by 91 actors (48 male and 43 

female), aged 20 to 74, representing diverse races and 

ethnicities. The clips include 12 sentences expressed with 

six emotions: anger, disgust, fear, happiness, neutral, and 

sadness. Emotion intensity varies among low, medium, 

high, and unspecified levels, adding depth to the 

emotional expressions captured. This rich and diverse 

collection of audio clips makes CREMA-D a valuable 

resource for studying and developing emotion 

recognition models.

2.4 TESS Dataset

The Toronto Emotion Speech Set (TESS) consists of 200 

target words spoken in the carrier phrase "Say the word _" 

by two actresses aged 26 and 64. Each actress portrays 

seven emotions: anger, disgust, fear, happiness, pleasant 

surprise, sadness, and neutral, resulting in 2,800 audio 

files. The dataset is organized with recordings sorted into 

folders by actress and emotion, facilitating easy access 

and analysis.

visual and audio data for emotion recognition, 

demonstrating that multimodal systems improved 

recognition accuracy compared to using a single 

modality. Stolcke et al. (2000) discussed emotion 

recognition through various modalities such as facial 

expressions and body language, highlighting SER as a 

prominent method due to its temporal resolution and 

cost-effectiveness. Their study explored multiple machine 

learning models like Random Forest, Multilayer 

Perceptron, SVM, CNN, and Decision Trees using the 

RAVDESS dataset for emotion classification.

Michel and El Kaliouby (2003) focused on detecting 

emotions from audio using machine learning algorithms 

like KNN, decision trees, and extra-tree classifiers, 

analyzing acoustic features such as MFCC. Ekman and 

Keltner (1970) discussed the use of deep learning 

techniques, particularly MLP classifiers, for SER using the 

RAVDESS dataset, highlighting SER's importance in 

human-computer interaction.

2. Emotion Dataset

Achieving a robust and accurate speech emotion 

recognition system required careful selection and 

integration of diverse, comprehensive datasets capturing 

a wide range of emotional expressions. The training and 

evaluation process included the RAVDESS dataset, 

renowned for its well-labeled emotional speech samples 

that cover a wide spectrum of emotions, such as anger, 

sadness, fear, disgust, happiness, neutrality, and surprise. 

The SAVEE dataset was also incorporated, providing British 

English accents and cultural nuances, along with the 

Toronto Emotion Speech Set (TESS) dataset, offering 

emotional expressions from actors of various ages and 

genders. These datasets collectively enriched the training 

data, enabling the system to generalize effectively across 

different speech styles, dialects, and emotional contexts, 

ultimately enhancing the accuracy and reliability of 

speech emotion recognition capabilities.

2.1 RAVDEES Dataset

The Ryerson Audio-Visual Database of Emotional Speech 

and Song (RAVDESS) is a comprehensive collection of 

emotional expressions featuring eight distinct emotions 
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research has identified several crucial features for 

capturing emotional nuances in speech, including energy, 

pitch, tone, and various spectral features like Linear 

Prediction Coefficients (LPC), Mel-Frequency Cepstrum 

Coefficients (MFCC), and modulation spectral features.

Among these, Mel-Frequency Cepstrum Coefficients 

(MFCC) stand out as a popular choice for feature 

extraction in emotion recognition tasks. MFCCs capture 

the spectral characteristics of speech by applying a filter 

bank that mimics the human auditory system's response, 

making them effective in capturing both phonetic and 

emotional information. Additionally, features such as Root 

Mean Square Error (RMSE) and Zero Crossing Rate (ZCR) 

are important for extracting emotional features from 

speech signals. RMSE measures the energy distribution 

and variations within the signal, while ZCR reflects the 

signal's oscillation characteristics.

In CNN-based models, feature extraction is performed 

automatically by the network's convolutional layers, 

eliminating the need for manual feature engineering. The 

network learns filters that detect key aspects of facial 

expressions, such as the curvature of the mouth 

(indicating a smile) or the raising of eyebrows (indicating 

surprise). The deep architecture of CNNs allows them to 

capture both local features (like eye movements) and 

global patterns (like overall face shape changes).

3.1 MFCC Features

The Mel-Frequency Cepstrum Coefficient (MFCC) is a 

widely used representation of the spectral properties of 

voice signals. It is particularly effective for speech 

recognition because it accounts for human sensitivity to 

frequency variations. In each frame, the Fourier transform 

and power spectrum are estimated and then mapped 

onto the Mel-frequency scale. The process for extracting 

MFCC features includes several steps: windowing the 

signal, applying the Discrete Fourier Transform (DFT), 

taking the logarithm of the magnitude, and warping the 

frequencies onto the Mel scale. In the study, the LSTM 

classifier extracted all MFCC features from the dataset, 

and the resulting feature vectors were used for training the 

classifier (Vaidya et al., 2023).

2.5 FER2013 (Facial Expression Recognition 2013)

FER2013 is a widely used dataset in facial emotion 

recognition, created as part of the ICML 2013 

Challenges. It contains over 35,000 labeled grayscale 

images, each with a resolution of 48x48 pixels, depicting 

human faces categorized into seven emotional states: 

anger, disgust, fear, happiness, sadness, surprise, and 

neutral. Due to its size and diversity, FER2013 has become 

a benchmark for evaluating deep learning models in 

facial expression recognition. The uniform image format 

makes this dataset ideal for training Convolutional Neural 

Networks (CNNs).

2.6 CK+ (Extended Cohn-Kanade Dataset)

The CK+ dataset is a respected resource for facial 

expression analysis, extending the original Cohn-Kanade 

dataset. It contains 593 video sequences from 123 

subjects, capturing the transition from neutral to peak 

emotional expressions. The dataset focuses on seven 

basic emotions: anger, contempt, disgust, fear, 

happiness, sadness, and surprise. High-quality 

annotations provided by expert annotators enhance its 

value. CK+ includes both posed and spontaneous 

expressions, making it suitable for studying natural 

emotional behavior over time.

2.7 AffectNet

AffectNet is one of the largest datasets for facial emotion 

recognition, containing over 1 million facial images 

collected from the internet. It offers a wide variety of real-

world scenarios and conditions, including variations in 

lighting, pose, background, and occlusions. AffectNet is 

manually annotated for 11 facial expressions: six basic 

emotions (happiness, sadness, anger, fear, surprise, 

disgust), neutral faces, and compound emotions like 

contempt and disgust. Its quantity and diversity make it a 

powerful resource for training models for complex 

emotion recognition tasks.

3. Feature Extraction

In speech emotion recognition, the speech signal 

contains numerous parameters that reflect emotional 

characteristics. Selecting the right features for building a 

model is a challenging task in this domain. Recent 
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in recognizing the subtle, continuous changes that occur 

in facial muscles.

4. System Architecture and Models

After completing the feature extraction phase, the next 

step is to create and train the Long Short-Term Memory 

(LSTM) model, as shown in Figure 1, and then save it for 

future use. TensorFlow and Keras are employed for training 

the LSTM network model, particularly because it deals with 

audio data and benefits from the capabilities of 

Recurrent Neural Networks (RNNs), which are specifically 

designed to handle sequential data like speech.

Once the dataset is imported and pre-processed, the 

model is trained using TensorFlow and Keras. To avoid 

retraining the dataset each time the model is used, the 

trained LSTM model is saved using Keras. This is a crucial 

step, as a well-trained deep learning model is essential for 

obtaining accurate outputs. The LSTM model is trained for 

100 epochs to enhance its accuracy.

The architecture of the LSTM model comprises one hidden 

LSTM layer with 128 neurons. Following this layer, there are 

three dense layers, each incorporating continuous 

dropouts to prevent overfitting. The first dense layer 

contains 64 neurons with a Rectified Linear Unit (ReLU) 

activation function, while the second dense layer consists 

of 32 neurons, also using ReLU as the activation function. 

Finally, the output layer comprises 8 neurons, representing 

the 8 different emotion states being classified, and 

employs the SoftMax activation function.

The system architecture for emotion detection offers users 

two input options: facial expressions or speech (sound). 

Upon selection, the workflow begins by processing the 

chosen input. For facial emotion detection, a camera 

captures the user's face, and a Convolutional Neural 

Network (CNN) extracts key facial features to classify 

emotions. For speech-based emotion detection, the 

system captures audio through a microphone, extracting 

features such as Mel-frequency cepstral coefficients 

(MFCCs) before passing them through a Long Short-Term 

Memory (LSTM) network to classify emotions. The results 

from either input are then displayed to the user, showing 

the detected emotion in real-time. The architecture is 

3.2 ZCR Features

The Zero Crossing Rate (ZCR) is a fundamental feature in 

digital signal processing, particularly in speech and audio 

analysis. It measures the rate at which a signal crosses the 

zero amplitude threshold. Essentially, ZCR calculates how 

many times the waveform crosses the horizontal axis (zero 

amplitude) within a specified time frame, typically 

measured in milliseconds.The concept of ZCR is rooted in 

the observation that speech and audio signals exhibit 

varying levels of oscillation as they change over time. 

When a signal transitions from positive to negative or vice 

versa, it crosses the zero axis, indicating a change in 

polarity or direction. This crossing of zero points is 

significant as it reflects essential characteristics of the 

signal, such as pitch, timbre, and rhythmic patterns.

3.3 RMSE Features

Root Mean Square Error (RMSE) is a statistical measure 

commonly used in feature extraction and analysis, 

especially in signal processing tasks such as speech 

emotion recognition. RMSE is crucial for understanding a 

signal's characteristics, including its energy distribution, 

variations, and overall quality. It measures the average 

magnitude of the differences between predicted and 

actual values in a dataset. It is calculated by taking the 

square root of the mean of the squared differences 

between predicted and actual values, providing insight 

into how well predictions align with ground truth.

3.4 Flow and Motion-Based Features

When dealing with video sequences or dynamic facial 

expressions, motion-based feature extraction becomes 

critical. Optical flow is a technique used to track the 

movement of facial points over time, capturing subtle 

temporal changes in expressions. This is particularly 

important for recognizing emotions like surprise or anger, 

which involve rapid facial movements.Flow and motion-

based features play a pivotal role in facial emotion 

recognition, especially when analyzing video sequences. 

Unlike static images, videos contain temporal information 

that captures the progression of facial movements over 

time, essential for accurately identifying emotions. 

Traditional static feature extraction methods may fall short 
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emotion classes. The loss function helps optimize the 

deep learning algorithm to minimize errors.

The behavior of the loss function is visualized in the Loss 

Graph, shown in Figure 3, which depicts the decrease in 

loss over training iterations (epochs). As the model 

iteratively learns from the data, a declining loss indicates 

improved accuracy in predicting emotion states. A 

declining loss value on the Loss Graph not only suggests 

effective learning but also serves as a diagnostic tool. If 

the loss stagnates or increases, it may signal potential 

issues such as overfitting or the need to adjust the learning 

designed to seamlessly switch between face and sound 

processing based on the user's choice, ensuring a 

smooth and efficient emotion detection process.

Training a model for emotion recognition in audio data 

involves several crucial steps, with TensorFlow playing a 

central role in the process. TensorFlow, an open-source 

library developed by Google Brain, facilitates numerical 

computation and large-scale machine learning tasks. It 

integrates machine learning and deep learning models 

and algorithms, offering a convenient Python interface 

while efficiently executing computations in optimized 

C++. Figure 2 presents a flowchart outlining the emotion 

recognition process, highlighting the sequence of steps 

and  data transformations involved.

One of the key advantages of TensorFlow is its ability to 

create a computational graph, where nodes represent 

mathematical operations and connections represent 

data flow. This abstraction simplifies the implementation 

of complex algorithms, allowing developers to focus on 

the overall logic of the application rather than low-level 

details. TensorFlow serves as the backend for Keras, a 

high-level neural networks API, making it a fundamental 

component in most deep learning tasks.

During training, a crucial element is the loss function, 

which quantifies model performance by measuring the 

error between predicted outputs and actual labels in the 

training and testing sets. This work uses the "Categorical 

Crossentropy" loss function, suited for multi-class 

classification tasks, as the dataset includes multiple 

Figure 1. Complete System Architecture

Figure 2. Flowchart
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an appropriate measure of performance. The accuracy 

graph for the CNN model is shown in Figure 4, while the 

accuracy graph for the LSTM model is shown in Figure 5. 

These graphs illustrate improvements in model accuracy 

over training epochs.

The activation functions used in the two Dense layers are 

'ReLU' (Rectified Linear Unit) and 'SoftMax'. ReLU introduces 

non-linearity by activating only positive values, enabling 

the model to learn complex patterns efficiently. For the 

output layer, SoftMax is used as it is suitable for multi-class 

classification, converting raw output scores into 

probabilities and allowing the identification of the 

likelihood of each of the eight emotional states targeted 

for prediction.rate. Conversely, a steady decrease suggests that training 

is proceeding effectively. Monitoring the loss function 

through visualization thus provides essential insights into 

the training dynamics and the model's performance in 

recognizing emotions.

The Categorical Crossentropy loss function is widely used 

in deep learning, especially for multi-class classification 

tasks where datasets contain more than two label classes. 

In this specific implementation, the LSTM model is trained 

for 20 epochs, with the number of epochs chosen based 

on desired accuracy and model convergence. During 

the initial epochs, the model may exhibit higher loss and 

lower accuracy as it begins learning patterns from the 

data. However, as training progresses, the loss decreases 

and accuracy improves, resulting in a well-trained model 

capable of accurately detecting emotions in audio 

inputs. Adjusting the number of epochs allows for fine-

tuning the model's performance based on requirements 

and available computational resources.

Since the model is intended to predict human speech 

emotions, evaluating its performance is crucial before 

real-time deployment. Evaluation involves assessing the 

model's reliability and suitability for practical use. In Keras, 

various evaluation cr i ter ia are avai lable; this 

implementation uses accuracy, as it is effective when all 

classes in the dataset contain an equal number of 

records. Given the balanced dataset, accuracy serves as 

Figure 3. Loss Graph of LSTM Model
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Figure 4. Accuracy Graph of CNN Model

Figure 5. Accuracy Graph of LSTM Model
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setting negative values to zero while preserving positive 

values, essential for learning the nuanced patterns of 

facial expressions. In the final layer, the SoftMax activation 

function is applied, converting raw output scores into 

probabilities that sum to 1, enabling the model to 

accurately predict one of eight possible emotions. The 

model's performance was assessed using accuracy, an 

appropriate metric given the balanced distribution of 

classes in the dataset, as shown in Figure 7. To enhance 

learning and minimize overfitting, regularization 

techniques such as dropout layers were incorporated. 

Figure 8 provides additional metrics, shows the model's 

efficiency across different performance measures, 

contributing to robust facial emotion detection. By the 

end of training, the model exhibited strong performance, 

accurately detecting and classifying emotions such as 

anger, fear, happiness, sadness, surprise, and neutral, 

making it a robust tool for facial emotion recognition in 

real-world applications (Balvir et al., 2021).

5. Real-Time Emotion Recognition

After completing the training phase, the system proceeds 

to real-time emotion recognition using audio input from a 

computer microphone. This involves importing the trained 

model through Keras to facilitate emotion detection. The 

Sounddevice module is employed to access the 

microphone, enabling live audio recording for 

In the implementation of the CNN-based facial emotion 

detection model, Categorical Crossentropy was used as 

the loss function due to its effectiveness in multi-class 

classification tasks. This loss function measures the 

difference between the predicted probability distribution 

and the true label distribution across multiple emotions, 

penalizing incorrect predictions and encouraging model 

improvement over time. The model was trained for 100 

epochs, allowing it to learn complex features from facial 

image data. Initially, the model experienced higher loss 

and lower accuracy as it identified basic patterns, but with 

continued training, its capability to detect subtle facial 

expressions improved. This extended training schedule 

ensured that the model not only converged but also 

generalized well to new, unseen data.

The ReLU (Rectified Linear Unit) activation function, which 

is used within the model, plays a significant role in 

enabling the CNN to learn complex patterns by 

introducing non-linearity and activating only positive 

values. Figure 6 shows the ReLU activation function, 

highlighting how it effectively preserves positive values 

while filtering out negative values, thereby helping the 

model efficiently capture essential features for accurate 

emotion detection.

The architecture of the CNN model includes multiple 

convolutional layers utilizing the ReLU (Rectified Linear 

Unit) activation function. ReLU introduces non-linearity by 

Figure 6. RELU Activation Function Graph
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Figure 7. Accuracy of CNN Model
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preprocessing. The system records audio at 44,100 

samples per second, although some digital formats 

support up to 96,000 samples per second. For efficient 

preprocessing, approximately 48,000 samples per 

second are processed. During model training, the audio 

size was set to 48,000 multiplied by 0.8 seconds, which 

requires resizing the raw audio feed before it is sent to the 

detection algorithm.

Once preprocessing is complete, the algorithm extracts 

features such as Mel-Frequency Cepstral Coefficients 

(MFCCs) and other relevant characteristics from the 

audio input. The detection algorithm then analyzes these 

features to determine the speaker's emotion in real time, 

as shown in Figure 9. This enables the system to seamlessly 

recognize and interpret emotions during live audio input 

from the microphone.Figure 8. Metrics of CNN model

Figure 9. Emotion Recognition of Real Time Audio
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specifically leveraging Recurrent Neural Networks (RNNs) 

such as Long Short-Term Memory (LSTM) networks. This 

model is designed to identify emotions in audio files or 

from the speech of specific individuals. High accuracy of 

86% was achieved for the training data and 83% for the 

validation set, demonstrating the system's effectiveness in 

accurately recognizing emotions. Additionally, the model 

can recognize emotions in speech files not included in 

the training data, showcasing its generalization ability.

A Convolutional Neural Network (CNN) was also 

implemented for facial emotion recognition, achieving 

85% accuracy using the FER2013 dataset, which 

comprises over 35,000 labeled images representing 

various facial expressions. By combining LSTM for speech 

emotion detection with CNN for facial emotion 

recognition, a more comprehensive system capable of 

understanding emotions from both auditory and visual 

inputs was created.

This study presents the implementation of Speech 

Emotion Recognition using deep learning techniques. By 

enabling machines to discern human emotions through 

speech and facial expressions, this work contributes to 

improving communication between humans and 

machines. Looking ahead, further integration of speech 

emotion recognition with facial emotion recognition 

could enhance emotional response accuracy, leading 

to the development of more sophisticated emotion 

detection systems. Ultimately, advancements in both 

speech and facial emotion recognition will pave the way 

for true artificial intelligence.
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