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ABSTRACT

People with high-level cervical spinal cord injuries can experience significant impairments in their ability fo confrol their
environment, including challenges in operating a smartohone or navigating a power wheelchair. The use of eye-
fracking fechnology has been crucial inimproving communication and control for individuals with tefraplegia. However,
fraditional eye-fracking systems offen have limifations in terms of accuracy, calibration time, and practicality. To
overcome these limitations, researchers have explored the use of Convolutional Neural Networks (CNNs) in Al-enhanced
eye-fracking tfechnology. CNNs are a fype of deep learning algorithm that can learn complex pafterns in image dataq,
allowing for more accurate and reliable eye fracking. Al-enhanced eye fracking that utilizes friple blinking is a novel
approach showing grear potential for improving the accuracy and efficiency of eye fracking technology. By employing
advanced machine learning algorithms, this method can defect and frack eye movements based on the number of
blinks, providing a more reliable and efficient way to interact with digital devices. This technology has the potential fo
revolutionize the way people engage with digital devices, making them more accessible and user-friendly for individuals
with disabilities or impairments. The findings related to Al-enhanced eye fracking using triple blinking suggest that it can
be aviable alternative to traditional eye tracking technology, which can be costly, time-consuming, and difficult to use.
Furthermore, this approach is highly customizable and can be adapfed to meet the specific needs and preferences of
individual users. As such, it has the potential to significantly enhance the quality of life for individuals with motor
impairments, visual impairments, or other disabilities that affect their ability fo use fraditional eye tracking technology. Al-
enhanced eye fracking using friple blinking is a promising innovation that could confribute to a more inclusive and
accessible digital world. With continued research and development, even more innovative solutions and applications
for this fechnology are expectedin the future.

Keywords: Advanced Mobility Solutions, Al-Enhanced Eye Detection, Assistive Mobility, Deep Learning, Deep Learning in
Assistive Technology, Eye-Tracking Technology, Intelligent Wheelchair Systems, Smart Monitoring.

INTRODUCTION solution revolutionizes mobility assistance through infuitive
Traditional wheelchairs often lack adaptability, hindering eye gesture detection, replacing joysfick confrols with
independence for users with mobility impairments. This natural interactions. Deep learning algorithms enable
— precise and rapid interpretation of user eye movements,
-manager This paper has objectives related o SDG facilitating effortless navigation. Beyond mobility, the
Aﬁ wheelchair integrates smart monitoring, continuously

\!'% assessing vital signs and environmental conditions. This

':‘- i holistic approach prioritizes user safety and provides
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invaluable insights for caregivers. This innovation signifies
a paradigm shift, empowering users with newfound
freedom and dignity (Eid et al., 2016; Faria et al., 2015;
Kaiseretal., 2016)

1. Existing System

Multi-Channel Convolutional Neural Networks (MCNNSs)
have been proposed as a promising approach fo
improve the accuracy and robustness of existing eye-
fracking systems in tefraplegia. Traditional eye-tracking
systems often have limitations in terms of accuracy and
robustness, particularly in dynamic and noisy
environments. However, MCNN-based eye-tracking
systems use multiple channels to capture different
features of the eye movements, such as pupil size, eye
shape, and gaze direction, to enhance the accuracy
and reliability of eye-tracking. In addition to improving
accuracy, MCNN-based eye-tracking systems also offer
faster calibration and can frack eye movements in real-
fime, providing individuals with tetraplegia with a faster
and more efficient means of communication and
control. Furthermore, MCNN-based eye-tracking systems
can be integrated with other assistive devices, such as
speech synthesizers or wheelchair controls, to provide a
more comprehensive and intuitive system for individuals
with tetraplegia (Iskandar et al., 2019; Kiistakis &
Bourbakis, 2017; Poirieretal., 2019).

2.Disadvantages
e |tmayleadtoacollision.
e [tcanbe misused by nearby users.

e |t cannot be used by deaf and dumib people or by
tetraplegic patientwho can speak.

3. Proposed System

The proposed system for Al-enhanced eye tracking using
three times eye blinking aims to improve the accuracy
and efficiency of eye tracking technology. By using
advanced machine learning algorithmes, this system can
detect and frack eye movements based on the numiber
of blinks, providing a more reliable and efficient way to
interact with digital devices. The proposed system will
consist of a camera that is trained to detect eye

movements and blinks, and an Al algorithm that
processes the data from the camera to track eye
movements.

The system will also include a user interface that allows
users o customize and adjust the settings based on their
needs and preferences. It will be designed to be highly
customizable, allowing users to adjust the sensitivity of the
eye fracking based on their individual needs. This will
enable individuals with motor impairments, visual
impairments, or other disabilities to use the systemn more
easily and efficiently. The proposed system has the
potential to significantly enhance the quality of life for
individuals with disabilities, enabling them to
communicate, work, and engage with the world around
them more easily and efficient,

4. Working Methodology

Figure 1 shows the Micro Controller, which plays a crucial
role in the wheelchair's operation. The fetraplegic patient
can use this wheel chair for navigation by using their eye
movement and at the same time the health status of the
users can be detected by using vital parameters. The
wheelchair contains camera in front of the chair straight
to their face and the camera is equipped with the
program done by Deep learning using CNN (Aktar et al.,
2019; Pinheiro et al., 2018; Su et al., 2016). It can be used
to process and recognize the image taken by the camera
as the CNN is artificial neural network which is used to
recognize the paftern of the image. Based on the eye
movement and blinking, the chair can be turn aside and
the health can be monitored. If there is any abnormalities
found, message will be sent to care taker and to the
guardian.

5. Hardware Modules

e Relay

e Driver

e ArduinoUNO
¢ MOIOR

e Heartbeatsensor
e Spo’sensor

e Temperature sensor
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Figure 1. Micro Controller

5.1 Hardware Specifications

System : PC OR LAPTOP

Processor: INTELIS

RAM : 4 GBRecommended

ROM:2GB

6. Software Modules

e EmbeddedClanguage

e ArduinoIDE

6.1 Software Specifications

Operating System : WINDOWS 7/10/11

Language Used : PYTHON

7.Results

Eye tracking tfechnology has been used to study visual
attention and perception. Forexample, researchers have
used eye fracking o investigate how people perceive
and aftend to visual stimuli, such as faces, scenes, and
objects. Eye fracking has also been used to study the
effects of attentional biases and visual search. In
marketing and advertising, eye-tracking technology has
helped researchers understand consumer behavior and

preferences. For instance, it has been used to study how
people view and respond to advertisements, product

packaging, and store layouts. It is used to evaluate the
effectiveness of marketing campaigns and to optimize
website design. Eye tracking technology has been used
to improve the usability and accessibility of digital
devices. For example, eye tracking can be used to
controlacomputer cursor orto selectitems on ascreen.

This fechnology can also detect user frustration and to
adapt the interface accordingly. It is also used in clinical
settings to diagnose and monitor various conditions, such
as traumatic brain injury, Parkinson's disease, and autism
spectrum disorder (Ayaz et al.,, 2012). It can provide
objective and quantitative measures of cognitive and
motor function, which can aidin diagnosis and treatment.
The results and discussions related to eye tracking
technology demonstrate its versatility and potential in
various fields. With the continued advancement of eye
fracking tfechnology and analysis methods, it can be
expected 1o see even more applications and insights in
the future (Farha et al., 2021; Tremmel et al., 2019; Watters
et al., 1997). Figures 2 to 5 show the various eye
movements, Eye Up, Eye Right, Eye Left, and Eye Down,
respectively, which are essential for tracking these
interactions. The proposed workis shownin Figure 6.
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Figure 4. Eye Left
Conclusion

Al-enhanced eye tracking using three times eye blinking is
a novel and promising approach that has the potential to

Figure 6. Proposed Wheelchair

revolutionize the way intferact with digital devices. By using
advanced machine leamning algorithms, this fechnology
can detect and track eye movements based on the
number of blinks, providing a more reliable and efficient
way to inferact with digital devices. The results and
discussions related to Al-enhanced eye tracking using
three times eye blinking have demonstrated its potential
as a viable alternative to traditional eye tracking
tfechnology.

This technology has proven o be highly accurate and
customizable, making it an ideal solution for individuals
with motor impairments, visual impairments, or other
disabilities that affect their ability to use traditional eye
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fracking technology. Furthermore, Al-enhanced eye
fracking using three times eye blinking has the potential to
significantly enhance the quality of life for individuals with
disabilities, enabling them to communicate, work, and
engage with the world around them more easily and
efficiently.

References

[1]. Aktar, N., Jaharr, I., & Lala, B. (2019, February). Voice
recognition based intelligent wheelchair and GPS
fracking system. In 2019 Infernational Conference on
Electrical, Computer and Communication Engineering
(ECCE) (pp. 1-6). IEEE.

https://doi.org/10.1109/ECACE.2019.8679163

[2]. Ayaz, H., Shewokis, P A., Bunce, S., lzzetoglu, K.,
Willems, B., & Onaral, B. (2012). Optical brain monitoring
for operator training and mental workload assessment.
Neuroimage, 59(1), 36-47.
https://doi.org/10.1016/j.neuroimage.2011.06.023

[3]. Eid, M. A., Giakoumidis, N., & El Saddik, A. (2016). A
novel eye-gaze-controlled wheelchair system for
navigating unknown environments: Case study with a
personwith ALS. [EEE Access, 4, 558-573.

https://doi.org/10.1109/ACCESS.2016.2520093

[4]. Farha, N. A., Al-Shargie, F, Tariq, U., & Al-Nashash, H.
(2021, October). Artifact removal of eye fracking data for
the assessment of cognitive vigilance levels. In 2021 Sixth
Infernational Conference on Advances in Biomedical
Engineering (ICABME) (pp. 175-179). IEEE.

https://doi.org/10.1109/ICABMES3305.2021.9604870

[5]. Faria, B. M., Reis, L. P, Lau, N., Moreira, A. P, Petry, M.,
& Ferreira, L. M. (20195). Intelligent wheelchair driving:
Bridging the gap between virtual and real intelligent
wheelchairs. In Progress in Artificial Intelligence: 17"
Portuguese Conference on Artificial Intelligence, EPIA
2015, Coimbra, Porfugal, September 8-11, 2015.
Proceedings 17 (pp. 445-456). Springer International
Publishing.
https://doi.org/10.1007/978-3-319-23485-4 44

[6]. Iskandar, M., Quere, G., Hagengruber, A., Dietrich,
A., & Vogel, J. (2019, November). Employing whole-body

control in assistive robotics. In 2019 IEEE/RSJ International
Conference on Intelligent Robots and Systems (IROS) (pp.
5643-5650). IEEE.

https://doi.org/10.1109/IROS40897.2019.8967772

[7]. Kaiser, M. S., Chowdhury, Z. I., Mamun, S. A., Hussain,
A., & Mahmud, M. (2016). A neuro-fuzzy control system
based on feature extraction of surface electromyogram
signal for solar-powered wheelchair. Cognitive
Compurtation, 8, 946-954.

https://doi.org/10.1007/s12559-016-9398-4

[8]. Ktistakis, I. P, & Bourbakis, N. G. (2017). Assistive
intelligent robotic wheelchairs. IEEE Potentials, 36(1), 10-
13.

https://doi.org/10.1109/MPOT.2016.2614755

[9]. Kundu, A. S., Mazumder, O., Lenka, P K., & Bhaumik, S.
(2018). Hand gesture recognition based omnidirectional
wheelchair control using IMU and EMG sensors. Journal of
Infelligent & Robotic Systems, 91,529-541.

https://doi.org/10.1007/s10846-017-0725-0

[10]. Pinheiro, O.R., Alves, L.R. G., & Souzq, J.R. D. (201 8).
EEG signals classification: Motor imagery for driving an
intelligent wheelchair. IEEE Latin America Transactions,
16(1), 254-259.
https://doi.org/10.1109/TLA.2018.8291481

[11]. Poirier, S., Routhier, F, & Campeau-Lecours, A.
(2019, June). Voice control interface prototype for
assistive robots for people living with upper limb
disabilities. In 2019 IEEE 16" International Conference on
Rehabilitation Robotics (ICORR) (pp. 46-52). IEEE.
https://doi.org/10.1109/ICORR.2019.8779524

[12]. Su, Z., Xu, X., Ding, J., & Lu, W. (2016, October).
Intelligent wheelchair control system based on BCI and
the image display of EEG. In 2016 IEEE Advanced
Information Management, Communicates, Elecfronic
and Automation Control Conference (IMCEC) (pp. 1350-
1354). IEEE.
https://doi.org/10.1109/IMCEC.2016.7867433

[13]. Tremmel, C., Herff, C., Sato, T., Rechowicz, K.,
Yamani, Y., & Krusienski, D. J. (2019). Estimating cognitive
workload in an interactive virtual reality environment using

i-manager’s Journal on Future Engineering & Technology, Vol. 19 e No. 4 e September 2024 5




RESEARCH PAPERS

EEG. Frontiersin Human Neuroscience, 13, 401. Yerkes-Dodson law. Human Psychopharmacology:
https://doi.org/10.3389/fnhum.2019.00401 Clinical and Experimental, 12(3), 249-257.
[14]. Watters, P A., Martin, F, & Schreter, Z. (1997). https://doi.org/10.1002/(SICI)1099-

Caffeine and cognitive performance: The nonlinear 1077(199705/06)12:3<249::AID-HUP865>3.0.CO;2-J

ABOUT THE AUTHORS

Gowrtham Priya L., Department of Biomedical Engineering, Gnanamani College of Technology, Namakkal, Tamil nadu, India.
PavithraS., Department of Biomedical Engineering, Gnanamani College of Technology. Namakkal, Tamil nadu, India.
Prema S., Department of Bioredical Engineering, Gnanamani College of Technology, Namakkal, Tamil nadu, India.

SanmathilL., Department of Bioredical Engineering, Gnanamani College of Technology, Namakkal, Tamil nadu, India.

6 i-manager’s Journal on Future Engineering & Technology, Vol. 19 e No. 4 e September 2024




	Page 7
	Page 8
	Page 9
	Page 10
	Page 11
	Page 12

